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Научная статья посвящена совершенствованию учебного процесса в области информаци-

онной безопасности за счёт разработки курса видеолекций, где в роли оратора выступает 

нейросетевой аватар. Определен и реализован концепт курса видеолекций с учетом инновацион-

ных технологий обучения. На основе психологии восприятия информации разработан нейросе-

тевой помощник, а также создан ресурс доступа с возможностью просмотра цикла клипов, про-

хождения тестирования по соответствующей тематике и решения задач в игровом формате. 

Ключевые слова: информационная безопасность, нейросетевой аватар, нейросети, учебный 

процесс, клиповое мышление. 

 

Введение 

В последние десятилетия человечество 

переживает беспрецедентный информацион-

ный бум. Ежедневное потребление информа-

ции увеличилось в тысячи раз, причём её фор-

мат также претерпел расширение – это и тек-

стовая информация, и изображения, видео, а 

также смешанные формы. Рост объема дан-

ных (170 зеттабайт к 2025 году [1]) увеличи-

вает уязвимость пользователей к социальной 

инженерии, что делает людей легкой мише-

нью для фишинга, мошенничества и других 

атак. 

Такого рода феномен стал полной неожи-

данностью для неподготовленного к этому че-

ловеческого мозга. С началом эпохи цифрови-

зации начинают появляться новые недуги, 

связанные с огромным объёмом знаний, 

включая синдром информационной устало-

сти и переутомление мозга, вызванное расту-

щим потоком данных. Эти явления не только 

снижают продуктивность, но и создают кри-

тические уязвимости в сфере информацион-

ной безопасности. Следствием системной пе-

регрузки становятся поверхностное восприя-

тие информации, снижение внимательности, 

эмоциональное выгорание и другие факторы, 

которые делают пользователей уязвимыми к 

атакам социальной инженерии, включая фи-

шинг и компрометацию деловой почты. 

________________________ 

©Остапенко А.Г., Москалева Е.А., Краснобородкин А.Г., 

Катюрин Д.А., Баранников Н.И., Грамыкин М.А., 2025  

В результате, влияние множества факто-

ров – цифровизация информации, увеличение 

её объёма, изменение шаблонов потребления 

информации, переполненная информацион-

ная среда и присутствие большого количества 

спама, – привело к выделению обособленного 

типа восприятия данных – «клиповое мышле-

ние» [2,3]. Эта тенденция особенно остро 

проявляется у поколений Z и Альфа, вырос-

ших в условиях цифровой среды, где сниже-

ние способности к критическому осмысле-

нию контента создаёт серьезные угрозы обес-

печению социальной и кибербезопасности, 

где уровень требований стремительно растёт 

в ходе технологической гонки вооружений 

(ежегодно кратно увеличивается количество и 

качество кибератак). 

Целью данной работы является повыше-

ние качества учебного процесса в области ки-

бербезопасности за счёт создания и внедре-

ния методического обеспечения, основанного 

на интерактивном представлении учебного 

материала с использованием нейросетевых 

технологий. 

В результате исследования работ [2,3] в 

области клипового мышления, а также мето-

дов обучения в высших учебных заведениях, 

были выявлены следующие противоречия 

между: 

- эскалацией информационного противо-

борства и стремительным ростом арсеналов 

кибервооружений, порождающих ежегодно 

кратно возрастающий объём 
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профессиональных знаний в области инфор-

мационной безопасности (ИБ), и ограничен-

ностью их восприятия современной молодё-

жью на фоне понижающегося уровня её базо-

вой подготовки, что значительно повышает 

риски успешности атак класса «социальная 

инженерия»; 

- содержанием учебного процесса в выс-

ших учебных заведениях по группе специаль-

ностей «Информационная безопасность» и 

существующими тенденциями молодёжи к 

потреблению ярких картинок и запоминаю-

щихся образов; 

- необходимостью увеличения количе-

ства и качества осваиваемых студентами зна-

ний и традиционными подходами современ-

ных образовательных программ по специаль-

ностям ИБ-профиля; 

- стремлением качественно и доступно 

преподносить материал и методами его разра-

ботки, которые не включают участие самих 

студентов в формировании его представления 

и доработке визуальной составляющей, кото-

рая зачастую вообще отсутствует. 

В связи с этим, были определены следу-

ющие задачи: 

- определить набор уязвимостей челове-

ческого восприятия, характерный для совре-

менного поколения молодежи, с выделением 

наиболее критичных из них в части социаль-

ной инженерии; 

- создать информационное обеспечение с 

целью формирования видеоматериала дисци-

плины «Введение в специальность» для спе-

циалистов по защите информации; 

- разработать модель нейросетевого ава-

тара и представляемого им видеоматериала на 

основе современных потребностей образова-

тельного процесса по группе специальностей 

«Информационная безопасность»; 

- разработать платформу, позволяющую 

осуществлять дистанционный доступ к циклу 

и дополнить её разделом тестирования с эле-

ментами геймификации. 

 

Актуальность проблемы 

«клиповости» мышления среди 

современного поколения 

Исследователи выделяет следующие осо-

бенности индивида – представителя молодого 

поколения, попадающего под определение 

феномена «клиповое» мышление [4]: 

- отсутствие аналитических способно-

стей, неумение выделять ключевую информа-

цию и устанавливать причинно-следственные 

связи. Это приводит к несистемному запоми-

нанию информации и неумению правильно её 

интерпретировать и использовать; 

- доминация кратковременной памяти, 

ввиду чего услышанная и увиденная инфор-

мация стирается за считанные дни. Это свя-

зано с неопровержимым фактом – запомина-

ние происходит благодаря построению логи-

ческих связей в мозге, что у адептов клиповой 

культуры практически не происходит. Сту-

денту, который способен системно запоми-

нать информацию, не составит труда воспро-

извести её через долгое время благодаря опре-

делённым «триггерам», например, практиче-

скому опыту; 

- фрагментарность мышления не позво-

ляет запоминать информацию в большом объ-

ёме, что не позволяет в достаточной мере 

овладеть материалом. Это приводит к потере 

интереса во время обучения, а также к быст-

рой утомляемости и неусидчивости. 

Говоря о способе восприятия человеком 

информации, нельзя не упомянуть, что мно-

жество компьютерных атак с последующим 

нелегальным завладением личной или корпо-

ративной информацией происходит именно 

посредством использования несовершенства 

человеческой природы. Такой класс атак по-

лучил название «социальная инженерия», и 

направлен на использование слабостей лич-

ности в целях обмана, шантажа, кражи. 

С ростом доступного объёма информа-

ции, увеличивающегося экспоненциально [1], 

когнитивные возможности человека сталки-

ваются с новыми вызовами. Перманентное 

взаимодействие с цифровыми технологиями, 

начиная с раннего возраста, приводит к транс-

формации восприятия данных и формирова-

нию системных уязвимостей. Например, сни-

жение внимательности у пользователей, еже-

дневно обрабатывающих огромные массивы 

информации, повышает риск пропуска крити-

ческих деталей в запросах или случайного 

клика по вредоносной ссылке в фишинговых 

письмах. Ещё одной распространённой уязви-

мостью становится переоценка доверия к ин-

формации — автоматическое принятие сооб-

щений от источников, выдающих себя за «ад-

министраторов» или «техподдержку», без 
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верификации подлинности. Эта тенденция 

усугубляется тем, что современные пользова-

тели получают десятки уведомлений еже-

дневно, что снижает их способность критиче-

ски оценивать каждое из них. Таким образом, 

человек, с самого рождения тесно контакти-

рующий с цифровыми технологиями, приоб-

рёл уникальный набор уязвимостей, пред-

ставленный в табл. 1. 

 

Таблица 1 

Уязвимости человеческого восприятия 

Группа № Уязвимости 

Образование Уяз.1 Низкий уровень знаний 

Уяз.2 Отсутствие критического склада ума 

Уяз.3 Сложность в определении посильных задач 

Уяз.4 Завышение собственного уровня компетентности 

Уяз.5 Фрагментарное мышление 

Уяз.6 Поверхностные, терминологические знания 

Уяз.7 Рассеянное внимание 

Уяз.8 Неумение принимать решения самостоятельно 

Уяз.9 Принятие невзвешенных решений 

Воспитание Уяз.10 Стремление встроиться в западный мейнстрим и полу-

чить преференции 

Уяз.11 Отсутствие авторитетов 

Уяз.12 Необоснованные амбиции 

Уяз.13 Цифровая зависимость 

Уяз.14 Социальная изоляция 

Уяз.15 Эмоциональная зависимость от соцсетей 

Уяз.16 Высокое доверие к технологиям 

Уяз.17 Эмоциональная связь с виртуальными персонажами 

Уяз.18 Развитие высокой самооценки 

Уяз.19 Аномальная психика и низкая культура 

Уяз.20 Несформированность личности и жизненных взглядов 

Уяз.21 Неокрепшая психика детей и юношей 

Уяз.22 Низкая терпимость к неудачам 

Уяз.23 Эмоциональная нестабильность 

Уяз.24 Острые переживания из-за недостатков внешности 

 

С точки зрения обеспечения информаци-

онной безопасности социальная инженерия 

представляет собой метод эксплуатации пси-

хологических уязвимостей человека для по-

лучения несанкционированного доступа к 

данным, системам или ресурсам. Злоумыш-

ленники активно используют эмоциональные 

триггеры (страх, доверие, ощущение срочно-

сти) и ограничения когнитивных процессов, 

такие как невнимательность или склонность к 

автоматическим решениям. Это позволяет им 

манипулировать жертвами, вынуждая переда-

вать конфиденциальные данные, скачивать 

вредоносное ПО или нарушать правила без-

опасности. Эффективность таких атак осно-

вана на том, что человеческий фактор часто 

становится самым слабым звеном в защите 

ИТ-инфраструктуры. 

Ядром обработки информации в мозге 

являются четыре фундаментальные функции: 

восприятие, запоминание, принятие решений 

и выполнение действий. На этот процесс вли-

яют два типа когнитивных факторов — долго-

срочные и краткосрочные. Долгосрочные 

формируют устойчивые паттерны поведения 

и восприятия. Краткосрочные факторы, вклю-

чая когнитивную нагрузку, стресс и снижение 

внимания, временно нарушают баланс между 

аналитическим мышлением и импульсивной 

реакцией. Эти параметры создают индивиду-

альные «точки входа» для психологического 

воздействия, а когнитивные уязвимости 
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становятся ключевой точкой входа для кибе-

ратак, особенно при сочетании долгосрочных 

и краткосрочных факторов [4]. Возрастные 

особенности могут снизить способность рас-

познавать фишинговые сообщения, а стресс – 

ускорить принятие ошибочных решений. Ко-

гда такие условия воздействуют на функции 

мозга, они ослабляют критическое мышление 

и увеличивают вероятность успешного при-

менения методов социальной инженерии. 

Схематичное представление этих взаимосвя-

зей, отражающее влияние факторов на когни-

тивные процессы, приведено на рис. 1. 

 

 
 

Рис. 1. Селективная схема человеческого познания с учётом атак класса «социальная инженерия» 

 

Таким образом, становится очевидным 

суть негативного влияния «клипового» мыш-

ление – порождение уязвимостей, используе-

мых злоумышленниками с целью реализации 

атак и нанесения ущерба (моральный, репута-

ционный, материальный). 

С целью минимизации негативов, воз-

никших в эпоху клипового мышления, необ-

ходимо совершенствование образовательной 

среды для создания профессионально благо-

приятного развития личности. 

 

Нейросетевой курс по 

информационной безопасности как 

обновлённый взгляд на текущий процесс 

образования 

В ответ на растущий спрос на специали-

стов по информационной безопасности и 

необходимость повышения качества их обу-

чения, курс «Введение в специальность» был 

существенно переработан. Ключевым новов-

ведением стало использование нейросетевого 

аватара для озвучивания фактологического 

лекционного материала. Использование 

искусственного интеллекта позволяет легко 

адаптировать внешность и образ аватара под 

конкретную тему лекции. Например, при рас-

сказе о правовой защите информации можно 

использовать аватара в строгом костюме, ас-

социирующегося с юристом или профессио-

налом по ИБ. Для тем, посвященных описа-

нию атак, подойдет образ хакера, что повы-

шает вовлеченность аудитории благодаря луч-

шему визуальному соответствию материалу. 

Важно, чтобы аватар был хорошо виден на 

экране и ассоциировался с материалом, но 

при этом не отвлекал внимание яркими цве-

тами и резкими движениями [5, 6]. Структура 

видеолекций оптимизирована для эффектив-

ного усвоения с учетом феномена «клиповое 

мышление».  Длительность видеолекции не 

привышает 45 минут, что соответствует пре-

делу концентрации внимания аудитории. Лек-

ция начинается с 5-минутного вступления, 

кратко анонсирующего тему и концентрирую-

щего внимание студентов. Основная часть 

лекции, продолжительностью 25 минут при-

ходится на пик сосредоточенности. Материал 
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визуализируется с помощью презентации, на 

которой выделяется основная мысль, корот-

кие тезисы, термины и схемы. Для большей 

наглядности используется цветовое выделе-

ние. В презентацию встроены практические 

примеры, которые демонстрируют работу 

уязвимостей и атак. После лекции проводится 

15 минутное тестирование. Оно включает 

множество вопросов по только что пройден-

ной теме и служит для эффективного закреп-

ления полученных знаний. 

Разработка технологии нейросетевого 

аватара стала возможной благодаря достиже-

ниям в машинном обучении, а именно созда-

нию генеративно-состязательных сетей 

(GAN). В основе их работы лежит принцип 

взаимодействия двух независимых нейрон-

ных моделей. Первая сеть – генератор, кото-

рая отвечает за создание изображений. При 

запуске алгоритм получает на вход набор слу-

чайных параметров, не содержащий заранее 

заданной информации. Эти данные преобра-

зуются в выходные кадры. Сформированное 

изображение затем анализируется второй ча-

стью системы – дискриминатором. Для 

оценки реалистичности созданного изобра-

жения дискриминатор сравнивает его с эта-

лонными примерами, взятыми из реальных 

данных. Далее он выдаёт числовое значение 

качества. Эта оценка передается обратно ге-

нератору, который использует ее для коррек-

тировки своих внутренних параметров с це-

лью улучшения результата. Между двумя мо-

делями возникает конкуренция. Генератор 

пытается «обмануть» дискриминатор, созда-

вая всё более реалистичные изображения, а 

дискриминатор, в свою очередь, совершен-

ствует способность отличать подделку от ори-

гинала. Именно такое соревнование позво-

ляет системе постепенно повышать качество 

генерации. На рис. 2 представлена архитек-

тура генеративно-состязательных сетей. 

 

Случайный вектор
Генератор

ДискриминаторИзображение из 

тестовой выборки

Изображение 

созданное 

генератором

Оценка сгенерированного изображения  
Рис. 2. Архитектура генеративно-состязательных сетей 

 

Модель нейросетевого аватара,  

её характеристики и особенности 

Создание динамичного цифрового ава-

тара, способного синхронизировать мимику и 

речь, представляет собой многоэтапный 

процесс, объединяющий передовые методы 

машинного обучения и компьютерного зре-

ния. Каждый этап требует тщательной подго-

товки данных и слаженного взаимодействия 
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компонентов системы. Для работы модели 

требуются следующие исходные данные: 

- исходное изображение аватара – порт-

рет человека в анфас, соответствующий раз-

решению 256x256 пикселей. Изображение 

должно быть снято при равномерном освеще-

нии, без выраженных эмоций, чтобы модель 

могла корректно воспроизводить нейтральное 

состояние аватара в моменты тишины. Это 

обеспечивает плавные переходы между ани-

мацией губ во время речи и неподвижным по-

ложением лица в паузах; 

- аудиофайл – несжатый звуковой файл 

формата .wav, содержащий сгенерированную 

речь аватара. Длительность записи опреде-

ляет продолжительность итогового видео. Ка-

чество аудио напрямую влияет на точность 

синхронизации губ с фонемами, поэтому 

важно сохранять чистоту звука без шумов и 

искажений; 

- список произносимых фонем в речи ава-

тара – структурированный массив данных, в 

котором каждая фонема сопоставляется с кон-

кретным кадром видео. Этот список формиру-

ется на основе временных меток, полученных 

при анализе аудиофайла, и представляет со-

бой последовательность числовых кодов, где 

каждое значение соответствует определённой 

артикуляции губ; 

- коэффициенты особенностей лица рас-

сказчика – параметры, описывающие геомет-

рию лица, текстуру кожи, освещение и другие 

визуальные характеристики. Они извлека-

ются из опорного видео с рассказчиком с по-

мощью алгоритмов компьютерного зрения, 

таких как Deep3DFaceRecon. Эти данные 

обеспечивают индивидуальные черты ава-

тара, включая форму глаз, носа, рта и дина-

мику мимики; 

- коэффициенты, описывающие движе-

ние головы рассказчика – матрица, отражаю-

щая траекторию поворотов и наклонов го-

ловы в пространстве. Они рассчитываются на 

основе анализа опорного видео и определяют 

естественность жестов аватара, такие как 

кивки, повороты и микродвижения головы, 

усиливающие визуальную достоверность со-

здаваемого изображения. 

Схема генерации аватара с требуемыми 

компонентами изображена на рис. 3. 
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аватара
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изображения

Модель генерации аватара

 
 

Рис. 3. Схема генерации аватара 

 

Для обеспечения комплексной подго-

товки данных, необходимых для генерации 

аватара, были разработаны четыре специали-

зированных модуля. Каждый из них 

выполняет уникальную функцию, преобразуя 

исходные материалы (текст, аудио, видео) в 

структурированные данные, совместимые с 

моделью аватара. Эти модули работают 
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последовательно, обеспечивая высокую точ-

ность и согласованность между аудио и видео 

составляющими: 

- модуль генерации голоса; 

- модуль определения фонем; 

- модуль захвата особенностей лица рас-

сказчика; 

- модуль захвата движений головы. 

 

Модуль генерации голоса. 

Модуль синтеза речи представляет собой 

многофункциональный компонент, построен-

ный на основе передовых технологий генера-

ции аудио. Он выполняет преобразование тек-

стового контента лекций в речь, передающую 

интонационную выразительность и эмоцио-

нальный тон оригинального голоса. Все со-

здаваемые аудиозаписи сохраняются в фор-

мате .wav, что обусловлено высокой степенью 

совместимости этого формата с нейросете-

выми алгоритмами, а также – отсутствием по-

терь качества, связанных со сжатием. Это поз-

воляет избежать необходимости дополни-

тельной конвертации, которая может вносить 

искажения в звуковые параметры. Основной 

задачей модуля является генерация речи, мак-

симально приближенной к естественному 

звучанию. Для достижения этой цели исполь-

зуется модель XTTS_V2, поддерживающая 

клонирование голоса по эталонной аудиоза-

писи и адаптацию к особенностям произно-

шения. Модель обучена работать с более чем 

15 языками, включая специализированную 

терминологию, что упрощает обработку тек-

стов без предварительной сегментации. 

Для ускорения вычислений реализована 

интеграция с графическими процессорами че-

рез CUDA, что снижает время генерации в 5–

7 раз. Это особенно актуально при работе с 

объемными материалами, такими как длин-

ные лекции или пакетные задания. Модуль 

также поддерживает конвейерную обработку. 

Одновременно можно отправлять на синтез 

несколько текстов, без необходимости по-

вторного запуска программы. Процесс ра-

боты модуля можно представить в виде схемы 

на рис. 4. 
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Модуль 
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Рис. 4. Схема работы модуля генерации голоса аватара 

 

Модуль определения фонем 

Модуль определения фонем взаимодей-

ствует с уже сгенерированным голосовым 

файлом аватара. Его основная цель – разде-

лить аудиозапись на минимальные звуковые 

элементы (фонемы) и привязать их к времен-

ной шкале, обеспечивая точное соответствие 

между речью и визуальной анимацией губ и 

мимики. Эта информация служит основой для 

построения движений лица, которые должны 

воспроизводиться синхронно с речью, созда-

вая естественное восприятие. 

Первым шагом в обработке становится 

разделение аудиофайла на речевые сегменты 

и тишину. Для этого используется библиотека 

pydub с функциями detect_silence и 

detect_nonsilence, которые анализируют уро-

вень громкости и длительность тишины 

между словами. Использование этих функций 

позволяют точно определить границы слов, 

исключая шумы и артефакты. Этот этап кри-

тичен для последующих вычислений. 

Ошибки в сегментации приведут к рассин-

хронизации анимации. 

После разделения на слова используется 

нейросетевая модель Allosaurus, обученная на 

речевых данных множества языков. Она ана-

лизирует каждый речевой сегмент, выделяя 

фонемы и их тайминги с точностью до мил-

лисекунд. Эти данные затем преобразуются в 

формат, совместимый с моделью аватара: чис-

ловые коды фонем связываются с временной 
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шкалой, а паузы обозначаются отдельной мет-

кой SILENCE. Такой подход позволяет ава-

тару сохранять нейтральное выражение в мо-

менты тишины, избегая лишних движений 

губ. 

Качество работы модуля напрямую вли-

яет на реалистичность аватара. Ошибки в 

определении фонем или их таймингов вызы-

вают несоответствие между звучанием и ви-

зуальной анимацией, что снижает восприни-

маемую естественность. Процесс работы мо-

дуля можно представить в виде схемы 

на рис. 5. 
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Рис. 5. Схема работы модуля определения фонем 

 

Модуль захвата особенностей лица рас-

сказчика 

Данный модуль отвечает за формирова-

ние визуальной составляющей аватара. Для 

создания реалистичного изображения си-

стема использует параметры 3DMM, извлека-

емые из опорного видео с применением мето-

дов компьютерного зрения. Работа модуля 

начинается с обработки видеозаписи и иден-

тификации рассказчика в кадре. На следую-

щем этапе выделяются ключевые точки лица, 

определяющие его форму, расположение глаз, 

рта и носа. После этого из видео извлекаются 

параметры, включающие: 

- вектор уникальных черт лица (1x80). 

Каждая компонента вектора кодирует индиви-

дуальные особенности человека из исходного 

видео (расстояние между глазами, форму 

носа); 

- вектор мимики (1x64). Используется 

для управления выражением лица. Каждая 

компонента вектора управляет отдельными 

участками лица; 

- вектор текстурных параметров (1x80). 

Описывает визуальные свойства кожи на от-

дельных участках лица; 

- вектор положения головы (1x3). Три эй-

леровых угла, определяющие положение го-

ловы; 

- вектор освещения и цветокоррекции 

(1x27). Коэффициенты для моделирования 

условий освещения и коррекции цвета; 

- вектор смещения головы относительно 

камеры (1x3); 

- матрица ключевых точек лица (2x68). 

Хранит 68 точек, которые очерчивают кон-

туры глаз, носа и рта рассказчика. 

С помощью полученных параметров 

строится виртуальная 3D маска, которая поз-

воляет при генерации учитывать множество 

полученных параметров. 

  

Модуль захвата движений головы. 

Модуль анализирует движения головы и 

лица на видео для создания реалистичной 

анимации аватара. В основе работы лежат ме-

тоды компьютерного зрения: трекинг ключе-

вых точек и анализ оптического потока, обра-

батывающие каждый кадр. Эти технологии 

вычисляют параметры положения головы 

(углы поворота, смещение в пространстве) и 

динамику мимики. 

Собранные покадровые данные форми-

руются в единую временную последователь-

ность. Она используется для повышения реа-

листичности анимации за счет учета микро-

движений головы, присутствующих в исход-

ных данных. 

Покадровый сбор информации о движе-

нии головы позволяет: 

- синхронизировать анимацию с речью: 

естественные покачивания головы подчерки-

вают эмоциональную окраску; 

- клонировать поведение: уникальные 

паттерны движений человека переносятся на 

аватара, что повышает уровень схожести. 

Схема работы модуля движений головы 

представлена на рис. 6. 
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Рис. 6. Модуль захвата движений головы

Таким образом, была разработана мо-

дульная программная экосистема для генера-

ции реалистичного аватара, объединяющая 

пять ключевых компонентов. Система позво-

ляет использовать пользовательские матери-

алы (изображение, аудио, видео) для создания 

персонажей, а её ключевое преимущество — 

повторное использование коэффициентов. 

Параметры мимики и движения головы, одна-

жды полученные из опорного видео, можно 

применять для генерации новых анимаций 

без повторной обработки исходных данных. 

На рис. 7 представлена архитектура эко-

системы, где каждый модуль выполняет 

строго определённую задачу, обеспечивая 

слаженную работу всей системы. 
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Рис. 7. Модуль захвата движений головы аватара 

 

Для озвучивания курса по основам за-

щиты информации были взяты несколько 

шаблонов лиц, сгенерированных нейросетью. 

Для этого с использованием разработанного 

нейросетевого инструментария из выбран-

ного исходного видео был получен шаблон 

лица, двигающий головой и губами в соответ-

ствии с озвучиваемым текстом. 

Голос нейросетевого аватара должен под-

ходить его внешнему виду. Последние иссле-

дования показывают, что для получения 

максимального внимания со стороны слуша-

телей в мужском голосе должны преобладать 

низкие тона, а в женском - высокие [7]. Необ-

ходимо также учитывать скорость произно-

шения слов, качество речи, расстановку ак-

центов и пауз. 

Фон для аватара и одежда не должны вы-

делять его на фоне представляемого матери-

ала. В данном случае реализация популярной 

и повсеместно используемой в маркетинге 

стратегии добавления контрастных цветов 
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будет отбирать внимание аудитории, что нега-

тивно скажется на запоминании представляе-

мого материала. 

 

Ресурс для размещения лекционного 

материала и тестирования 

Весь курс видеолекций размещён на спе-

циально разработанном сайте. Площадка 

оказалась наиболее удобной для размещения 

цикла видеолекций, а также для обеспечения 

непрерывного доступа к ней со стороны пре-

подавателей и студентов. 

Схематичное представление ресурса до-

ступа с входящими в него модулями представ-

лено на рис. 8. 
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Система лабораторных работ Система тестирования

 
 

Рис. 8. Схематичное представление взаимодействия структурных элементов ресурса 
 

Образовательная платформа реализована 

в виде веб-приложения, построенного по тра-

диционной трехуровневой архитектуре: 

- клиентская часть формирует интуи-

тивно понятный пользовательский интерфейс 

для взаимодействия с системой. Визуальная 

составляющая автоматически адаптируется 

под разные устройства. Этот уровень отвечает 

за передачу пользовательских запросов на 

сервер для обработки и получение результата; 

- серверная часть принимает входящие 

запросы от пользователей и обрабатывает их.  

На этом уровне происходят основные вычис-

ления и расчеты. Сервер взаимодействует с 

базой данных, выступая посредником между 

пользователем и хранилищем; 

- база данных представляет собой ком-

плекс взаимосвязанных таблиц, организован-

ных по реляционной модели. Это обеспечи-

вает целостность и согласованность храни-

мой информации. Доступ к данным осу-

ществляется через структурированные SQL-

запросы, формируемые серверным уровнем, 

что исключает прямое взаимодействие с кли-

ентской частью. 
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Для разработки клиентской части прило-

жения использован Vue.js, который позволяет 

создавать высокопроизводительные одно-

страничные веб-приложения. Благодаря ему 

страница обновляется мгновенно, без необхо-

димости полной перезагрузки, что ускоряет 

работу и повышает удобство использования. 

В качестве серверной платформы выбран 

Node.js, обеспечивающий параллельную об-

работку множества запросов. Это критично 

для веб-приложения, построенного на посто-

янном взаимодействии компонентов. Выбран-

ная связка Vue.js и Node.js является традици-

онной для современных веб-приложений и 

обеспечивает высокую совместимость и 

устойчивость. Для хранения данных приме-

нена открытая реляционная система управле-

ния базами данных MariaDB, демонстрирую-

щая высокую производительность даже при 

выполнении комплексных SQL-запросов. 

На образовательной платформе реализо-

ваны следующие модули, поддерживающие 

учебный процесс: 

- главная страница: содержит коллекцию 

обучающих видео, упорядоченных в соответ-

ствии с последовательностью занятий в ауди-

тории. Предусмотрена функция поиска, поз-

воляющая быстро находить нужный мате-

риал; 

- раздел «Тестирование»: включает зада-

ния для закрепления знаний по каждой теме. 

Для каждого урока доступны 90 вариантов во-

просов, из которых случайным образом фор-

мируется индивидуальный тест с произволь-

ным количеством заданий. Система автомати-

чески проверяет тест и выдает результаты те-

стирования, содержащие детализированную 

информацию по каждому ответу на вопрос; 

- раздел «Игры»: интерактивные трена-

жёры, разработанные с опором на методику 

изучения технических специальностей. Эта 

часть делает обучение более увлекательным и 

способствует лучшему усвоению информа-

ции; 

- раздел «Результаты тестирования»: лич-

ный кабинет, где можно анализировать итоги 

пройденных тестов и отслеживать динамику 

успеваемости. 

 

Заключение 

Таким образом, основными получен-

ными результатами являются:  

- выделение уникального набора уязви-

мостей человека для поколения Альфа, а 

также их классификация и оценка влияния в 

случае проведения атак класса «социальная 

инженерия»; 

- разработан и создан информационный 

материал для создания нейросетевых видео-

лекций курса «введение в специальность» 

специалистов по защите информации; 

- создан нейросетевой аватар, излагаю-

щий лекционный материал; 

- создана площадка для размещения раз-

работанного нейросетевого видеокурса, кото-

рая была дополнена разделом тестирования и 

лабораторных работ с элементами геймифи-

кации. 
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The article is devoted to improving the educational process in the field of information security 

through the development of a video lecture course, where a neural network «avatar» acts as the speaker. 

During the course of the work, the concept of the video lecture course was defined and implemented, 

taking into account innovative teaching technologies. Based on the psychology of information percep-
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